1.  Some differences of the two QoS architectures. 
	RSVP
	FSA

	RSVP provides receiver-initiated setup of resource reservations for multicast or unicast data flows
	FSA provides sender- intiated setup of state values associated with the QoS treatment of unicast flows. This achieves the rapid response of FSA-managed network links directed towards “on-demand” service support for senders. There is an assumption that, prior to FSA sender-initiated setup requests, there may be an out-of-band receiver-initiated request for service that triggers the sender to respond.

	RSVP operates on top of IPv4 or IPv6, occupying the place of a transport protocol in the protocol stack.  However, RSVP does not transport application data.  
	FSA signalling operates on top of IPv4 or IPv6, occupying the place of a transport protocol in the protocol stack.  However, FSA signalling does not transport application data.

	Like the implementations of routing and management protocols, an implementation of RSVP will typically execute in the background, not in the data forwarding path,
	FSA signalling is designed to execute and manage flow state values in the data forwarding path.

	RSVP is not itself a routing protocol. Routing protocols determine where packets get forwarded; RSVP is only concerned with the QoS of those packets that are forwarded in accordance with routing.
	FSA signalling is not itself a routing protocol. Routing protocols determine where packets get forwarded; FSA signalling is only concerned with the QoS of those packets that are forwarded in accordance with routing.

However, it may be noted that FSA provides the support for the avoidance of route flapping through the use of flow state. Flow state includes next hop that can be applied to all packets of a flow after the first.

	During reservation setup, an RSVP QoS request is passed to two local decision modules, "admission control" and "policy control". Admission control determines whether the node has sufficient

available resources to supply the requested QoS.  Policy control determines whether the user has administrative permission to make the reservation.  If both checks succeed, parameters are set in the packet classifier and in the link layer interface (e.g., in the

 packet scheduler) to obtain the desired QoS.  If either check fails, the RSVP program returns an error notification to the application process that originated the request.
	FSA signalling includes a token that indicates administrative permission to make the reservation. Failure to include a valid token may not necessarily terminate the forwarding of the flow but is likely to, at least, downgrade the QoS support applied to that flow and to cause changes in signalled values of the QoS request as would be read by downstream FSA-managed links.

	RSVP is simplex, i.e., it makes reservations for unidirectional data flows
	FSA signalling is simplex, i.e., it makes reservations for unidirectional data flows

	RSVP establishes "soft" state; that is, RSVP sends periodic refresh messages to maintain the state along the reserved path(s). In the absence of refresh messages, the state automatically times out and is deleted.


	FSA signalling establishes "soft" state; but, being an in-band process does not require periodic signalling refresh messages to maintain the state along the reserved path(s). Instead it is the absence of data packets that causes the state to automatically time out and be deleted.

	According to RFC 2205, an  RSVP session is defined by the triple: (DestAddress, ProtocolId [, DstPort]).  

Here DestAddress is the IP destination address of the

data packets. ProtocolId is the IP protocol ID.  The optional DstPort parameter is a "generalized destination port", i.e., some further demultiplexing point in the transport or application protocol layer.  DstPort could be defined by a UDP/TCP destination port field, by an equivalent field in another transport protocol, or by some application-specific information. 

However it is noted in RFC 2205 that an RSVP reservation request consists of a "flowspec" together with a "filter spec" and that the filter specs may select arbitrary subsets of the packets in a given session.  Such subsets might be defined in terms of senders (i.e., sender IP address and generalized source port), in

terms of a higher-level protocol, or generally in terms of any fields in any protocol headers in the packet.  For example, filter specs might be used to select different sub flows of a hierarchically-encoded video stream by selecting on fields.
	FSA sessions include RSVP parameters and additional parameters. These additional parameters are the source IP address and source port number. Whilst RSVP extends to the inclusion of source parameters in its filter spec, the use of the filter spec is to manage the packet classifier, not the scheduler.

	RSVP supports an enhancement to one-pass service known as "One Pass With Advertising" (OPWA) [OPWA95].  With OPWA, RSVP control packets are sent downstream, following the data paths, to gather information that may be used to predict the end-to-end QoS. The results ("advertisements") are delivered by RSVP to the receiver hosts and perhaps to the receiver applications.  The advertisements may then be used by the receiver to construct, or to dynamically adjust, an appropriate reservation request.
	FSA signalling packets are sent downstream following the path of the data packets and downstream FSA-managed links may reduce the QoS that will be applied to the flow. The receiving end forwards the QoS request  (modified or not) back to the source.

	Each receiver host sends RSVP reservation request (Resv) messages upstream towards the senders.  These messages must follow exactly the reverse of the path(s) the data packets will use, upstream to all the sender hosts included in the sender selection.  They

create and maintain "reservation state" in each node along the path(s).
	It is not required that upstream FSA signalling packets follow the same route as the downstream packets. In practice this is a simplification compared to RSVP.

	Each RSVP sender host transmits RSVP "Path" messages downstream along the uni-/multicast routes provided by the routing protocol(s), following the paths of the data.  These Path messages store "path state" in each node along the way.  This path state includes at least the unicast IP address of the previous hop node, which is used to route the Resv messages hop-by-hop in the reverse direction.
	The RSVP Path message has similarities to the FSA downstream signal, which is also designed to store state in each node controlling a FSA-managed link. There is no need for the inclusion of previous hop node address information.

	A Path message is required to carry a Sender Template, which describes the format of data packets that the sender will originate.  This template is in the form of a filter spec that could be used to select this sender's packets from others in the same session on the same link.

A Sender Template may specify only the sender IP address and optionally the UDP/TCP sender port, and it assumes the protocol Id specified for the session.
	The equivalent FSA message specifies more parameters defining the session (see above).


2. Ability to merge FSA as a new extension of RSVP

The above table shows major differences that do not make FSA easy to be added as a simple extension of RSVP. In particular:

· FSA is sender-initiated, not receiver-initiated

· FSA reservation requests are in-band (following the path of data packets) as opposed to RSVP where they execute “in background”, ie not in the forwarding path. For equipment to track the signal and then the flow at high speed, they both should be in the same flow. Different flows cause a significantly harder and slower implementation and may not be feasible at higher speeds like 40 and 100 Gbps.

· The RSVP Path message and the RSVP OPWA have some similarities with FSA. However the Path message would need to be modified to support FSA soft state plus session parameters, and a message returned to the source showing any modifications that FSA nodes made to the support of the requested QoS. That “advertisement” to both receiver and source is a feature of FSA.

· The initial receiver-initiated sequence would be out-of-band signalling that commenced prior to the first FSA sender-intiated signal. It may be possible to join the receiver-initiated RSVP signalling phase with the sender-intiated FSA signalling phase. Such a merge of these two phases should nevertheless aim to exploit rather than hinder the transport services of FSA, especially:

· The FSA Available Rate service, which should not require new upstream out-of-band signalling for each available rate update cycle (which are typically very frequent, of the order of 100 packets).

· The FSA Maximum Rate Immediate Transfer service which should not require upstream out-of-band requests to cause rejection of the flow if insufficient resources are not immediately available (but, however, can cause rejection of the flow for other reasons including severe overload).

· More fundamentally, there is no requirement for a RSVP receiver-initiated phase prior to to the FSA phase, and the receiver initiation may be performed by other means, such as clicking “download now” on some web content. This implies

· There is no requirement for receiver-initiated signals to follow the reverse route of the sender FSA signals.

· The use of options, as indicated in the RSVP receiver-initiated signals, could be noted and applied only by the sender during the FSA phase and not by intermediate nodes prior to the FSA phase.

· Flow identity and associated flow state are created and retained only during the FSA phase, as nothing is assumed about the routing of receiver-initiated signals.

These represent significant issues for the inclusion of FSA as an extension of RSVP. This, in turn, raises the need to consider other options that allow standards-based FSA control messages to  alert intermediate nodes and end equipment, for example through the use of new assigned code-point(s) in the packet header that indicate an FSA control message. 

