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Abstract

This document describes the general problem of cross-stratum optimization. Cross-stratum optimization (CSO) involves the overall optimization of application and network resources.
Due to the lack of stratum interaction between the application stratum and the network stratum during service provisioning, many end user applications and services cannot efficiently utilize the network capabilities, nor can achieve the desired quality of service objectives. 

This document is primarily concerned about cross-stratum optimization for new/emerging application services where the provisioning of applications involves server location selection in the application stratum as well as network provisioning in the underlying network stratum. 
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1.  Introduction

Cross Stratum Optimization involves the Application Stratum and Network Stratum. 

Application stratum is the functional block which manages and controls application resources and provides application resources to a variety of clients/end-users. Application resources are non-network resources critical to achieving the application service functionality. Examples include: caches, mirrors, application specific servers, storage, content, large data sets, and computing power. 

Network stratum is the functional block which manages and controls network resources and provides transport of data between clients/end-users and application sources. Network Resources are resources of any layer 3 or below (L1/L2/L3) such as bandwidth, links, paths, path processing (creation, deletion, and management), network databases, path computation, admission control, and resource reservation. 

Application stratum services by their very nature utilize application stratum resources, and the underlying network resources. In addition, many of new and emerging application stratum services are characterized by multiple data sources (e.g., servers) where end-users can consume resources from any of the multiple data sources. Video distribution networks such as IPTV and VoD, for example, are typically associated with multiple server locations in the application stratum. 
In this context, the provisioning of applications involves server location selection in the application stratum as well as network provisioning in the underlying network stratum. This is different from traditional services in that traditional services are only concerned about network provisioning since they operate in a predetermined and fixed set of the source and the destination. In the new context, resource allocation and management is multi-dimensional in nature and therefore it is more challenging and complex while posing new opportunities. 
This document is primarily concerned about the problems associated with this new context where there is a need for the coordinated resource allocation and management in both application stratum and network stratum. It is worth to note that the service performance objectives of many new/emerging application services are real-time and interactive applications that require bandwidth guarantee and/or dynamic bandwidth allocation/modification with a strict latency requirement. Such application examples are streaming video distribution services, conferencing and gaming, and grid computing among others. 
The document is organized as follows: 
· Terminology (section 2)

· Application Examples (section 3) 

· Problem Statement (section 4) 

· Need Statement (section 5)

· Existing Solution (section 6)

2.  Terminology 

This section describes key terminology used in this document.
Application Stratum -- The functional block which manages and controls application resources and provides application resources to a variety of clients/end-users. 
Application Profile -- The characteristics of the application from a network traffic perspective and the QoS requirements that the application service will require from the network.

Application Resources -- Non-network resources critical to achieving the application service functionality. Examples include: caches, mirrors, application specific servers, content, large data sets, and computing power. 
Application Service -- A networked application offered to a variety of clients. 
Network Stratum -- The functional block which manages and controls network resources and provides transport of data between clients/end-users and application sources.
Network Resources -– Resources of any layer 3 or below such as bandwidth, links, paths, path processing (creation, deletion, and management), network databases, path computation, admission control, resource reservation, etc.
3.  Application Examples

This section provides application examples this document is concerned about. As mentioned before, this document is primarily concerned about the cross-stratum optimization need for new/emerging applications which require dynamic bandwidth provisioning/modification, a low latency, and/or large-scale bandwidth and connectivity.  

Current and emerging application resources can be grouped into a number of categories as follows: 

· Live data sources -- such as video or audio from live sporting or entertainment events, data feeds from radio telescopes used in very long baseline interferometry, large particle physics experiments such as the LHC, or large chemistry databases. 
· Processing Resources -- such as raw computational capability for cloud computing, transactional capabilities for e-commerce, transcoding capabilities for video and audio. 
· Storage Resources –- such as disk spaces, tape libraries, online storage in memory, or in network storage, 

· Content/Data Sets –- the actual content of video, audio, commercial records (accounting, customer bases, employee records), or scientific data sets). 
These application resources may reside, and be stored and distributed around multiple networks to multiple users and clients. The geographical scope of a network application can be within a building, an enterprise, an autonomous system and/or be distributed amongst multiple autonomous systems.

Application are grouped together in ascending order based in complexity on its QoS profile requirements and resource optimization.  

3.1.  Streaming Video Distribution Systems

Steaming services come in two basic flavors, live and on-demand. In addition many variants in between these two extremes are created when pause or replay functionality is included in a live streaming service (e.g., Network DVR or trick mode). Streaming services are different from file download in a number of ways. First, the commencement of content consumption does not require an entire file to be downloaded. Second minimum bandwidth and QoS requirements are needed between the client and the server to render such services viable. 

3.1.1.  Live Streaming Issues 
By "live streaming" here we mean that the client is willing to receive the stream at its current play out point rather than at some pre-existing start point. A key network issue for live streaming services is whether multi-casting takes place at the application or network level. For example in carrier operated IPTV networks IP multi-casting is beginning to be used [IPTV]. In the case of an independent live video distribution service, one may make use of an overlay network of servers that provide the multi-casting. 

Examples of optimization problems for a live streaming service include:

· Server selection problem (application based multi-cast) or leaf attachment problem (network based multi-cast)[ServMulti]

· Server placement problem (application based multi-cast) or tree construction (network based multi-cast).
3.1.2.  On-Demand Streaming Issues 
On-demand services provide additional technical challenges. Service providers wish to avoid long start up service delays to retain customers, while at the same time batch together requests to save on server costs. If trick mode is supported, then they cannot be batched. Batch is only allowed for pay per view application. A number of additional optimization decisions and problems typically arise in the on-demand applications in addition to those seen in live streaming:

· Client stream sharing technique

· Batch or Multicast Server selection problem

The on-demand streaming services problems are similar to those seen in file distribution. These problems are:(a) data allocation problem (when and where should we pre-stock video files), (b) on-demand server placement problem (where to put and how much capacity), and (c) efficient (cost effective and timely) transfer of content to servers.

3.2.  Conferencing and Gaming

Conferencing and gaming increase the complexity of the overall application connectivity, and the need for cross-stratum synchronization of monitoring, configuration, and OAM. 

First, the issues associated with streaming discussed in Section 3.2 are also present with conferencing and gaming.

Second, both conferencing and gaming are characterized by bi-directional connectivity and asymmetric bandwidth between the server and the user locations. Note that it could be symmetric for video conferencing if “talking head” mode used with same screen resolution and codec/bit rate. 

Thirdly, the games require connectivity which is multipoint-to-multipoint with hard QoS constraint on latency for client-client gaming while enterprise gaming is an important usage of VPN multicast.  This change in complexity over the point-to-multipoint scenario of streaming content distribution brings additional problems as follows:

· Data path formation and reformation for multipoint-to-multipoint can be very inefficient without considering the underlying network resources and topology. 
· QoS constraint on latency and bandwidth guarantee for multipoint-to-multipoint connectivity require coordination across the strata in terms of both path estimation and path reservation. 

Gaming, in particular massively multi-player online games (MMOGs), has the connectivity and QoS requirements of conferencing but many more issues related to the scale of application.

Note that as a part of game play many gamers utilize audio conferencing services such as Ventrilo [VENT] and hence would generate well modeled audio conferencing traffic. 

Due to scalability concerns [GameServ] and the player desires [MPSel] server selection can be more complicated than that in the streaming content distribution case. 

3.3.  Grid Computing 
Grid computing supports extremely large transfers of files and data-streamed (live or on-demand). This large bandwidth requirement in volume and time differentiate this application profile. 

The volume of the traffic makes it critical to synchronize changes to the application and network.  

In addition grid computing may have a "streaming" requirement similar to the streaming content distribution systems but again with significantly reduced fan-out and sometimes extremely large bandwidth requirements. For example current estimates of the streaming traffic produce by one antenna in the proposed Square Kilometer Array (SKA) [SKA] is approximately 160Gbps with the array consisting of approximately 3000 antennas. 

Key issues associated with grid computing include:

· Instantiation of the connectivity with high data rates and/or data set size

· Controlling very high speed network 

Reference [GFD-122] details a number of grid use cases including visualization, large data streaming coordinated with job execution, High Energy Physics file replica management -- this is LHC related --health care, distributed manufacturing and maintenance, super computing, and Very Long Baseline Interferometery (radio astronomy). In some cases these applications run over shared research networks such as Internet2 [VLBI].
4.  Problem Statement
4.1.  Lack of an open standard interface between the application stratum and the network stratum

The main problem today between the application stratum and the network stratum is the lack of an open standard interface that allows a proxy signaling between application and network stratum. This would limit cross-stratum information sharing, feedback mechanism between strata, and integrated/synchronized resource allocation and re-configuration and management. 
This lack of coordination between the application and network stratum implies that there is a higher potential for resource waste which would translate to a higher cost for both application and network operation. 

Moreover, the service performance objectives of many real-time and interactive applications require bandwidth guarantee and/or dynamic bandwidth allocation/modification with a strict latency limit. This requirement may not be properly met by the current infrastructure which is based on a closed system lacking interaction across the strata. These real-time and interactive applications often are large-scale, interactive and dynamic in nature and therefore there are a higher-potential for resource waste and unmet service performance objectives unless there are mechanisms to allow for integrated optimization across the application and network strata.    
4.2.  Limitation of discovery of resources via management query
SNMP can provide discovery of resources via query; however, semantics are local to a device or an EMS (aka NMA (Network Management Agent)) that is in charge of a set of devices. There is no good mechanism that allows for multi-device, multi-domain correlation and maintenance of an accurate database across application and network strata. Errors in any of the subsystems can create significant sub-optimality. 
Please note SNMP paradigms are changing in netconf/yang. Please see section 6.2. 
As cross-stratum optimization involves in both the network stratum and the application stratum, the complexity increases in maintaining database accuracy and provisioning resources. As running dynamic control protocols are anticipated in both application and network strata, it will be more complex to achieve database accuracy and a good control of this multiple levels. 
4.3.  Limited visibility between the application and the network stratum

The provisioning of application services typically includes minimal or no information about the state of underlying network capabilities and resources. 
For example if an application client can obtain a desired large data set (file, video, database, etc...) from a choice of many different servers, the application service will take into account the current status and load on the servers but only minimal network considerations, such as topological proximity, connectivity, ping latency, rather than current link bandwidth utilization or other quality of service parameters (e.g., delay and jitter). 
Similarly, the application resources requirement and information are virtually invisible to network stratum. For instance, application information pertaining to server location would help network rerouting upon failure and/or congestion management if this information were available to network stratum. 
4.4.  Limitation of management-based atomic provisioning across application to network

As cross-stratum optimization involves in resource allocation in both application and network stratum, a means is needed to allow atomic provisioning capability. Atomic provisioning refers to a capability that allows control/management system to roll-back from provisioning unless it is completed end-to-end. This is only possible when full visibility is allowed to control/management system. Current SNMP-based provisioning lacks this capability across application to network. There are no protocol means that allow this capability to date. 
4.5.  Lack of means to probe/query between application overlay and network underlay 

Various applications have used some mechanisms such as ping to find network latency (e.g., VoIP, CDNs). However, there is no means for application overlay to determine cause of a change in underlay network characteristics (e.g., increase latency die to congestion, or rerouting). Moreover, there is no means for overlay to query and/or request change in characteristics from underlay network. These can result in suboptimal application and network performance and economics. 

Similarly, there is no means for network underlay to probe and/or query application overlay. As many application resources are located in multiple locations (e.g., video servers, data center, etc.), the location information of these application resources and their server performance status would be very useful for underlay network to mitigate network congestion and/or failure. 
5.  Need Statement
This section deals with user need. Requirement will come from user need. The previous examples show the problems that occur when resources allocations for both application and network stratum are not synchronized in their action.

This section elaborates the need for a number of essential processes associated with cross stratum optimization.  

5.1.  Synchronized Reception of Multiple Real-Time Topology and Traffic Engineering Related databases 

As seen in the previous discussion of the applications, the processes of server selection and content placement can have dramatically better outcomes if network topology and application topology are known at the same time.  It is critical to know where the application clients and servers are, and how they are connected at network strata. 

The ability to capture the data at the same instant allows planning during rapidly changing events or short bursty flows. For example, location selection for servers and clients requires that the performance estimates about the network and application stratum align for applications that require stringent QoS level with bandwidth guarantee. The time scale for enterprise gaming, for instance, would require sub-second. 
It is necessary that querying information about the routing information (routes and packets) align with application stratum information. As 90% of Internet traffic [CAIDA] is short flows rather than long flows, the databases queried without time-based synchronization will provide an inaccurate representation of the network traffic flow. This will cause the algorithms trying to select viable multi-layer network topologies to select the wrong paths. 

This "topology" information does not need to be exact, but it needs to be synchronized across the strata. To aid in calculation, the reporting nodes at network and application may provide an abstracted set of data. However, they key point is the data needs to be synchronized across the strata. Even time based statistics (such as network delay over a time period), must be synchronized to the other strata load conditions. 

Probing techniques, resource proximity or SNMP MIB monitoring techniques do not provide mechanisms to guarantee synchronization of the data collection. This higher level of synchronization is necessary to service: a) application with stringent QoS and Bandwidth, or to b) better schedule massive quantities of small data flows.  

IETF ALTO WG has been focusing on overlay optimization among peers by utilizing information about topological proximity and appropriate geographical locations of the underlay networks. With this method, an application may optimize selecting peer by location. This location information may help reduce IP traffic or restrict traffic to going through a single IP service provider. 
The current scope of the Alto work does not address the multi-stratum synchronization problems this document has been discussing. ALTO servers collect and distribute the information regarding servers based on resource availability and usage of the underlying networks. The ALTO work does not provide the mechanisms to synchronize provisioning or configuration across application and network. 
5.2.  Cross-Stratum Cooperative Load and Traffic Monitoring Process 

Load and traffic monitoring processes can be facilitated using an interface between Cross Stratum Optimization (CSO) entity and the management entities in the application, transport, and network layer stacks. The CSO entity can monitor at each stratum QoS and loading. 
As the above examples have shown, it is important to have a synchronized read of QoS and loading at each stratum. As loads shift or problems occur, it may be important to adjust the granularity of these measurements. 

Some processes that may need adjustment in granularity are: bandwidth use, bandwidth allocation/reservation, network delay statistics, existing client-server relationships, and statistics regarding allocating clients to servers. 
5.3.  Cross-Stratum Synchronization of Configuration Changes 
Re-optimization of cross-stratum by network management or control plane process requires synchronized configuration across multiple entities in both application and network strata. Without it, one stratum’s flows may stray outside the planned network traffic patterns at other strata. 

5.4.  Cross-Stratum Coordinated Provisioning Process 

There is no good mechanism currently to allow applications to request PHY layer or virtual circuits in the network stratum. Historically, this approach was tried with ATM SVCs (LANE, MPOA) in the 1990’s, followed by RSVP signaling by applications with policy control, without much commercial success. What carriers have now is applications that probe performance of the lower layer networks and sometimes make suboptimal decisions. 

Coordinated cross-stratum provisioning capability needs to be enabled based on synchronized application and network stratum resource availability.

The UNI interface defined for GMPLS networks are currently defined for network equipment rather than interacting with application stratum services. These UNI interfaces would need to be used to create new provisioned circuits. 
5.5.  Multi-domain, Multi-technology deployments 

Application service requirements should be satisfied consistently across a variety of “transport” layer network technologies that include L1 TDM, Lambda, L2 Ethernet, MPLS-based L2VPNs and MPLS-based L3VPNs. 

6.  Existing Solutions 
The need stated in the previous section cannot be solved with existing mechanisms in IETF network management using: SNMP, netconf/yang, MPLS OAM, or ITU Y.2011 or Y.2012. Solutions to these problems need a fundamental addition to the concepts found in the SNMP context. 
6.1.  SNMPv3 Access models 

The SNMPv3 [RFC2265] provides the idea of a SNMP context.  This SNMP context is defined as:
“An SNMP context is a collection of management information accessible by an SNMP entity.  An item of management information may exist in more than one context.  An SNMP entity potentially has access to many contexts.”

This indicates that the SNMPv3 access models may allow multiple viewpoints on the same data.  RFC 2261 states: ”four pieces of information are [necessary to provide access to a piece of information]: 
[*] the snmpEngineID of the SNMP entity which provides access to   the management information at device-X, 
[*] the contextName (device-X), 
[*] the managed object type ([such as] ifDescr), 
[*] and the instance (‘1’).” 

The missing piece is a Context with a management information view that allows synchronization of actions across multiple entities in both the network and application strata for read-view, write-view, notify-view and actions. 

While the SNMP context provides the fundamental building blocks, it is does not provide the necessary context to view multiple strata.
This cross-stratum optimization work requires standardization of these multi-technology, multi-device, multi-as contexts. 

6.2.  Netconf/yang
Netconf provides an XML based access to SNMP MIB data. These data uses YANG to define the data model. 

The netconf/yang data model still uses the concepts found in the SNMP Access models of context for viewing data. At this time, the same lack of functionality for synchronization of multi-stratum still exists in netconf/yang data models. 
Work is ongoing within netconf/yang community to provide synchronization of configuration/query for layers within a device, across multiple devices within a single Autonomous System (AS), and across multiple devices across multiple ASes. 

Note: Since some operations are switching to the netconf with yang data models, the Cross-Stratum access model problem will need to be solved in the netconf/yang models as well as SNMP.

6.3.  MPLS OAM 

MPLS OAM is limited to MPLS device. MPLS is regarded as one of the underlying network transport technologies that could enable cross-stratum optimization with application; however, current scope of MPLS OAM does not support any non-MPLS device for its configuration and provisioning functions. 
6.4.  ITU 

ITU-T Y.2011 NGN and Y.2111 Resource and Admission Control Functions (RACF) discuss NGN service stratum separation from NGN transport stratum. ITU-T Y.2012 defines application network interface (ANI) which provides a channel for interactions and exchanges between applications and NGN elements. This interface is similar to the CLO interface. 
Y.2012 however does not address any details on the cross-stratum synchronization. 
7.  Security Considerations 

TBD
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