We received a large number of good comments on  the DECADE Architecture I-D from Carsten Bormann (Apps Area review) and Dave Harrington (AD review).  Following is an analysis of the comments with a proposed solution whenever possible.  Since there were many related comments, I have grouped the comments.  Also, because the proposed solutions require extensive re-writes of the I-D, I would like to get the feedback of the other authors and chairs before I go ahead and make the updates in the I-D.

· Grouped comments on the structure and contents of the I-D:

1. Too much (confusing) implementation details in a document that is supposed to be focused on architecture

· Specific comments: See the comments below highlighted in green.

· Proposed solution: We need to abstract out (and eliminate) the implementation details as this appears to be a case of losing sight of the forest because of the trees.  Specifically, section 5 probably needs to be substantially downsized.

2. SDT and DRP guidance is not clear and is incomplete

· Specific comments: See the comments below highlighted in blue.

· Proposed solution: The comments were quite fundamental from the slogans we were using to how we described the logical relation between the two.  We need to have a group discussion on how we want to address this issue.

3. Analysis of existing protocols for DECADE is incomplete and biased towards HTTP

· Specific comments:  See the comments below highlighted in purple.

· Proposed solution: We should select and recommend a specific protocol.  Otherwise we should just indicate a list of potential protocols (and then eliminate Appendix A). 

4. Naming guidelines (including immutable nature of data) are not clear and is incomplete

· Specific comments: See the comments below highlighted in orange.

· Proposed solution: I think that if we clean up the text (e.g. section 5.3) and make it more focused we will address the concerns.  I didn’t get the sense that they fundamentally objected to our approach.

5. Security analysis & guidelines (including Tokens, Access Control, etc.) are not clear and is incomplete

· Specific comments: See the comments below highlighted in red

· Proposed solution: I think that if we beef up the description (e.g. section 5.4 and 9) and make it more focused we will address the concerns.  I didn’t get the sense that they fundamentally objected to our approach.

6. Variety of miscellaneous comments

· Specific comments: See remaining (un-shaded) comments

· Proposed solution: A lot of comments but nothing fundamental from what I could tell.  Just needs a lot of time to address them one by one.

----- Carsten Bormann’s Comments -----
From: decade-bounces@ietf.org [mailto:decade-bounces@ietf.org] On Behalf Of Carsten Bormann
Sent: Sunday, January 22, 2012 8:44 PM
To: IETF Apps Discuss; draft-ietf-decade-arch-04.all@tools.ietf.org
Cc: decade@ietf.org; SM
Subject: [decade] APPSDIR review of draft-ietf-decade-arch-04

I have been selected as the Applications Area Directorate reviewer for

this draft (for background on APPSDIR, please see

http://trac.tools.ietf.org/area/app/trac/wiki/ApplicationsAreaDirectorate).

Please resolve these comments along with any other Last Call comments

you may receive. Please wait for direction from your document shepherd

or AD before posting a new version of the draft.

Gruesse, Carsten

---------------------------------

Document: draft-ietf-decade-arch-04

Title: DECADE Architecture

Reviewer: Carsten Bormann

Review Date: 2012-01-22

** Summary: This draft is not ready for publication as an

Informational RFC and should be revised before publication.

Note: I decided to review this by reading the architecture document

only, to see whether it is able to stand alone.  Note that this

implies that the review is likely incomplete.  Given the cluster of

entangled documents this is a part of, I recommend a concerted review

of the next version(s).

** Major Issues:

A1) General:

Although this is not explicitly said in the introduction, the

objective of this document appears to be both:

-- to provide an architecture that will constrain and guide the

   further work of DECADE;

-- to present the architecture in an introductory, reasonably

   accessible way, which will facilitate understanding the specific

   protocol specifications envisaged.

These two (prescriptive vs. descriptive) objectives of this document

do conflict, and the conflict is not always managed.

In particular, the document goes to considerable detail in describing

the protocols, but it is not clear whether this is just illustrating

the architecture (as I would expect in an architecture document) or

actually constraining the protocol design.  E.g.,

-- for the write-through PUT (section 7.1), it is specified that just

   one target server can be given to the intermediary.  Is this an

   accident or deliberate?

-- For GET, returning the data is optional (section 7.1)?

-- "DRP is specified as being carried through extension fields within

   an SDT (e.g., HTTP headers)." (section 6).  Is it always extension

   fields or is it sometimes the body?  (Well, the HTTP body could be

   called an extension field of HTTP, too.)  I think the point is that

   the DRP data are mostly piggy-backed on SDT.  Why not say that.



A1a)

There are a number of places where the architecture is not yet

explicit about the role of entities and data objects that it requires

to function.  Again, the document needs to decide for itself whether

these entities and objects are illustrative only or part of the

prescriptive elements of the architecture.

E.g.,

-- is the "abstract specification of ... operation" in 6.2.1 and

   6.2.2 only provided for illustration, or is the architecture limiting

   itself to exactly these two operations?

-- There appear to be some implicit parameters such as application

   context?

-- Or, for a PUT, how are metadata such as the expiration time

   established?

-- Is the introductory sentence of 7 intended to limit the

   server-to-server interaction to a pull model ("download")?

-- What is the semantics of a third-party (client-to-server-to-server)

   GET with respect to the middle server?  Is the initiating server

   supposed to execute a local PUT with the result?  Or what is its

   role?



A2) Terminology:

The architecture defines a number of terms quite deliberately (section

2), but misses out on a few important ones.

Some important roles in the architecture (such as the ticket

generating server) are only introduced cursorily, without considering

the implications of their existence to the architecture.



A2a)

"user" (4.5.2) appears to be a central concept of the architecture,

but is fleshed out only very thinly.  A related concept might or might

not be "account", which is only touched on, or "principal" (used in

the appendices only).



A2b)

4.5.2 introduces an "Application Provider" that is used nowhere else.

What is that?  Is that an important functional entity?



A2c)

The capability architecture (the "token" as a data structure, and its

interaction with various functional elements) is a central element of

the DECADE architecture.

-- See RFC 4949 with respect to the usage of the term "token".

-- The "token generating server" appears to be important, but is not

   called out in the list of functional elements in 2.

   How does a client select/find one?

-- The document repeatedly (5.4, 6.1.2) states that a DECADE client

   must trust the token generating server, but never indicates why.

-- Obviously, the DECADE servers need to trust the tokens.  This is

   not discussed.

-- The token is said to contain data object names, but then it is also

   meant to be useful for a "batch of operations", some of which may

   concern data the names of which we don't know yet.

-- How is it useful to "allow a DECADE Server to detect when a token

   is used multiple times" (what is the server supposed to do when it has

   detected that?)?

-- Do tokens need a revocation mechanism?

[RAA: I added a revocation mechanism]

A2d)

Sections 4.3 and 6.1.3 use a concept called "application context".

Apparently application contexts are quite important for DECADE

operations (e.g., 6.1.3 makes clear that "objects" are always

associated with an application context); what are these application

contexts?  Who creates, deletes them?  Resource control, access

control for them?  (Some operations seem to have an application

context as an implicit parameter. Assumptions like these need to be

spelled out.)

[RAA: Can Dirk resolve this one?  My inclination was to remove this term but this touches on the naming and security sections so I'd defer to Dirk before doing that.]

[dku: I think this is resolved now.]

A2e)

3.1: "Let S(A) denote A's DECADE storage server."  This concept of

ownership is never explained.  Is it important?

[RAA: Reworded to not show possession.]

A3)

The appendices provide relatively raw existence proofs that are likely

to be overtaken by events in a year from now.  Much of these are

(overly) brief mini-tutorials for the relevant protocols.  Appendix

A.3 is about a protocol that itself does not seem to be fully cooked

at this point.

This is certainly useful material to collect for the WG, but it is not

clear that these should be part of this document.  There are lots of

additional issues in these appendices, e.g.:

A.1.1.1)

HTTPS (where is the reference?) is a security protocol, but does not

provide access control.

A.1.1.3)

This would need to (at least briefly) examine the interactions between

HTTP caching and DECADE protocol operation.

A.1.3)

This specifies (?) "In the reply, the hash is sent in an ETAG header."

What kind of response are we talking about? 304?  Is this really

part of the architecture?

A.1.5)

Why should the transfer protocol provide the complete access control

mechanism?  Access control is a local function.  Transfer protocols

just have to make sure the necessary parameters are in place (and/or

may be used for transferring the parameters in the first place).

When talking about OAUTH 2, add the relevant reference(s).



I have not undertaken to review the appendices in any detail.


A4)

Is the architectural thinking converged enough on issues of naming?

E.g.,

-- 4.3 seems to imply "resource identifiers" are being used that are

   the same between different servers.

-- 5.3.1 seems to support this by building names in a predictable way

   out of hashes.  In particular, "a DECADE client knows the

   name of a data object before it is completely stored at the DECADE

   server."

-- However, if DECADE is to be used for real-time interactions, some

   thought needs to be given on the point in time when hash-based data

   identifiers/names can be generated.  A DECADE client that PUTs

   video to a DECADE server may not have the complete byte-string of a

   slice in hand when it starts sending, so it can't send a hash-based

   name at the start.  This is likely to have some impact on the

   protocol mappings possible.  (It also makes it less clear that

   there is a good reason not to support name generation by the

   server right from the start.)

-- 
A.2.3 says "DECADE may find the concept of collections to be

   useful if there is a need to support directory like structures in

   DECADE.  It also discusses WebDAV's MOVE and COPY operations.

   What is the point when the name uniquely follows from the content?

-- 
6.1.2 says tokens include "Permitted objects (e.g., names of data

   objects that may be read or written)" and "It is possible for DRP

   to allow tokens to apply to a batch of operations to reduce

   communication overhead required between DECADE Clients."  Does this

   require prescience on what the hash values of future slices will

   be?

A5)

Authorization based in IP addresses (6.1.2 "permitted clients") is

rarely appropriate.



A6)

Much of the information discussed in 6.1.3 will be PII.  The

architecture must discuss how the protocols will provide the

flexibility to cope with different data protection and surveillance

regulations.  For instance, the level of logging performed by a server

may be an important parameter that must be indicated to the client

before it starts operation, or some of it may conversely be

clandestine.

A7)

Please rewrite section 9 from scratch.  There is no need to explain

fundamentals of cryptographic data structures (assuming that the next

version will use terms that can be referenced properly).  Instead,

actual security considerations of the DECADE architecture must be

discussed, e.g., the cache discovery attack mentioned above.  More

importantly, there needs to be a discussion of the threat model, the

trust relationships envisaged, etc.  Please see RFC 3552.



** Minor Issues:

M1) Terminology

Beyond the problems listed above, the draft needs an overhaul in its

terminology. E.g.:

-- it uses "TTL" as a term for an object expiration time, without ever

   explaining the term.  (What is actually meant is an expiration

   time, *NOT* a lifetime/duration or hop count that would be

   analogous to IPv4's use of the abreviation.)



-- using "data object" as the term for the things saved in a DECADE

   server is highly confusing.  It is not always clear whether the raw

   byte string or the combination of this and certain metadata is

   meant.  Do NOT use "contents" in its plural form as a synonym for

   "data objects" (4.2).  Indeed, the document would improve by using

   "content" very sparingly, only in the overview sections, and being

   precise about data objects otherwise.  (It would be preferable to

   have a name for the "data objects" that is distinctive from the

   plain English meaning of that term.  E.g., slice.)

   E.g., while we learn about data objects that they are immutable and

   not all of the same size, we need consistent terms for the various

   kinds of metadata used, such as the DECADE metadata that are used in

   managing the localized storage vs. those metadata that would be

   visible in the SDT.

   "If an application wishes to store such metadata persistently

   within DECADE, it can be stored within data objects

   themselves."  (What does that mean?  New, separate objects?  Within

   the existing ones?  In the slice byte-string itself?)


-- "data transport protocol" contains the term "transport protocol"

   which means something different in the IETF.  We tend to use

   "transfer protocol" for the purpose intended.

-- 4.4 introduces a "location".  What is that?  A DECADE server?

-- "Traffic De-duplication" is a seriously misleading term for

   validated cache access.  The whole point of the validation protocol

   in 8.2.1.2 appears to be to protect the cache at S against a

   colluding pair of A and R, under the assumption that A is not

   authorized to access S' copy of the object but compensates by being

   authorized to access R's copy.  Since R can (1) indicate

   authorization and (2) prove to S it does have the data, both using

   the challenge-response protocol, S can fulfill the request for R.

   If that is the point, please say that.  Please note that, from this

   exchange, A and R can still extract the fact that S had a copy.

   Discuss security implications of this discovery.




4.1)

"However, the architecture may allow for more-than-one data transport

protocols to be used."

This *is* the architecture.  It either allows it or not.

(BTW, shouldn't the architecture also say something about

negotiation/capability discovery?)

4.5.1)

"The Storage Provider delegates the management of the resources at a

DECADE server to one or more applications."

What does that really mean?  (And are the latter "Content Distribution

Applications"?)

5.4)

Is this really a digital signature?

(Please reserve the term "digitally signed" for actual signatures, as

opposed to including a kind of peer entity authentication that is

directed towards a specific recipient.  See RFC 4949.)


6.1)

"...DRP allows one instance of such an application, e.g., an

application endpoint, to apply access control and resource sharing

policies on each of them." (them = DECADE servers.)  That last

sentence is rather ominous.  Is this completely trivial, or does it

actually mean anything?  Is DRP maybe a reliable multicast protocol

for control data?

6.1.4)

The term "MIME type" has been superseded by "media type" (please also

reference the relevant RFCs here).  It is also not clear to me what

that media type means in case of a slice of a larger resource

representation.  Why is a media type not copied with the object?



7.1)

"It is also assumed that the operation performed at the remote server

is the same as the operation in the original request."

Explain "the same" -- are all parameters identical?  Or is it just GET

vs. PUT?



** Nits: [list editorial issues such as typographical errors, preferably by section number]

1)

"Content Distribution Applications" in the first sentence is not

defined.  Point to 2.6.



4.2)

"are referred as" -> "are referred to as"



4.3)

"Objects that are stored in a DECADE storage server can be accessed by

DECADE content consumers by a resource identifier"

second by -> via



4.3)

"          Because a DECADE content consumer can access more than one storage

           server within a single application context, a data object that is

           replicated across different storage servers managed by a DECADE

           storage provider, can be accessed by a single identifier."

Non sequitur.

Change to:

>>

A DECADE content consumer may be able to access more than one storage

server within a single application context.  A data object that is

replicated across different storage servers managed by a DECADE

storage provider can still be accessed by a single identifier.

<<


[Now, it is still not quite clear from that sentance whether that is a

MUST (i.e., the whether the architecture mandates that all replicated

copies MUST have the same identifier).]

4.5.2)

"applications granted resources"?

applications being granted resources?

resources granted by applications?


5)

s/principals/principles/

(Just once in the first paragraph; otherwise, principle vs. principal

has been used correctly.)

6.2.2)

defered -> deferred


7.1)

"Note that when a DECADE client invokes a request a DECADE server with

these additional parameters" -- syntax.



8.2.1.1)

"When a DECADE client (A) indicates its DECADE account on a DECADE

server (S) to fetch an object from a remote entity (R) (a DECADE

server or DECADE client)..."  What?  The "account" is asked to fetch

from a "client"?

Ceterum censeo)

RFCs, as any kind of formal technical publication, should use units in

accordance with ISO/IEC 80000, in particular IEC 80000-13.

Replace Mbps by Mbit/s, KB by KiB.

** Random observations:

O1)

The proto writeup says:

> The document was reviewed by DECADE WG members, the WG Chairs, and

> key non-WG contributors, particularly by David E Mcdysan, Borje

> Ohlman, Akbar Rahman, Ning Zong and Dirk Kutscher.

Akbar Rahman and Dirk Kutscher are co-authors of this document, so I

sure hope they have reviewed this document.

O2)


The architecture does not give an argument why multiple SDTs are

needed when all of them are just HTTP anyway.  (Binding the SDT to

multiple underlying protocols creates a lot of headaches that may be

completely unnecessary.  At least they aren't motivated.)

But maybe it is not the job of the architecture document to actually

motivate this highly complexity-inducing generality.

E.g., A.2 alludes to a mapping to WebDAV, but then seems to go on

suggesting modifications to WebDAV to enable that layering.  This

doesn't seem consistent.  Indeed, it seems unlikely that DECADE can

layer cleanly on top of either WebDAV or CDMI.  A more productive view

of these protocols may be as a toolkit to take certain parts from, that

HTTP does not have, and that DECADE does not want to re-invent.

Special care must be taken not to create a chimera, though.



---

_______________________________________________

decade mailing list

decade@ietf.org

https://www.ietf.org/mailman/listinfo/decade

----- Dave Harrington’s Comments -----

From: David Harrington [mailto:dbharrington@comcast.net] 
Sent: Thursday, February 02, 2012 3:04 PM
To: decade-chairs@tools.ietf.org; draft-ietf-decade-arch@tools.ietf.org
Subject: AD Review of draft-ietf-decade-arch-04

AD Review of draft-ietf-decade-arch-04

I have performed an AD Review of this document in preparation for submitting it to the IESG. There are a number of easy to fix editorial comments. There are some technical concerns that will take a bit more work to address. Please publish a Revised ID. 

1) why not Proposed Standard?

2) in 3.2, there is discussion of an application's native protocol. what is a native protocol? consider a terminology section.

3) in 4.1, "the decade architecture does not intend …"; first, an architecture doesn't intend anything. second, the second part of the sentence very much intends to enable arbitrary protocols.


4) in 4.1, "Also note that …" discusses implementation details. this whole sentence is unnecessary since support for decade is of course going to require implementation "adjustments". You might want to state this somewhat differently, if your goal is to say how this gets implemented is implementation-specific, but be careful here. We want interoperability and standardized behaviors, so we most certainly do want to require the implementation to meet certain requirements for compliance to the standard.


5) throughout the document there are numerous instances of "note that" that are purely superfluous. You ARE noting these points in the text, and you don't need to start the text with "note that".


6) in 4.2, "using the aforementioned data model" - I don't know what this means. in the IETF a "data model" tends to mean something specific - see rfc3444. So I don't think you have aforementioned any data model. If you did, I don't think you identified it as a data model when you described it, so it is unclear what you are referring to.


7) immutable means it cannot be modified. yet you sometimes talk about the blocks being modified; e.g. "it is not common that …"; in 4.2, you state that immutable blocks "do not not imply that contents cannot be modified. As I understand immutability, blocks that can be modified are not immutable. But you use the immutability property to justify decisions later in the architecture. Either you REQUIRE immutability of all blocks, or they are not immutable, and therefore their property of immutability CANNOT be used to justify later design decisions (unless you explicitly make the design decision conditional).

If you make immutability RECOMMENDED but not REQUIRED, that can have a significant impact on issues of complexity, security, interoperability, and so on. You really need to make a decision about immutability being required for compliant implementations, or just recommended. It is acceptable that some vendors choose to implement mutable blocks, but they should not claim compliance to the standard if the standard requires immutability. If you make mutability acceptable in complaint implementations, then there is a lot mre work to do to nail down the security aspects, the interoperability aspects, etc.


8) in 4.2, "do not specify a fixed size"; For interoperability, you should standardize either a mandatory-to-implement fixed size, with ways to handle other sizes, or you standardize how to specify the size (e.g., via a block size field in a standardized header or something, or a session description standard such as SDP, and possibly a size-negotiation handshaking phase).

At a minimum, you need to specify the minimum receive buffer size that MUST be supported in compliant implementations, and a maximum-allowed sending size in compliant implementations.


9) the arch might not specify fixed sizes, but specific protocols might. and since you are supporting the reuse of existing standard protocols, you certain cannot state that they cannot specify a fixed size.


10) in 4.5.1, you use the word "control" as a verb, "Applications control …", in the middle of discussions about resource control; using a different word (such as coordinates) might be better.

11) in 4.5.1, "isolation is required"; I think needs expansion, since there has been no discussion of isolation.

12) in 5, "related to protocol development" is too broad - "related to DECADE protocol development" would be better.

13) in 5.1. "manage … management" is redundant.

14) in 5.1, "piece selection" - yu haven't talked about pieces. are these blocks or something else?

15) in 5.1., "In supporting DECADE, it may be advantageous … to consider DECADE …" ; can we skip the marketing please?

16) 5.1.1 "DECADE is primarily designed to support" - simplify to "DECADE supports"

17) 5.1.1 "The specific implementation is entirely decided by the application." So that means this is not part of DECADE at all. Ergo, maybe we shouldn't be discussing it here at all. and then we go on to say that sequencing and naming are not specified as part of decade. why are we discussing?

18) in 5.1.2, "may still use"???? why the still in this sentence? I think this whole paragraph needs to be reworked
.


19) in 5.1.2, "in addition to decade as the data transport protocol". In 3.1, you said standard data protocols were used for data transport. I am of the impression, as area director, that existing standards are supposed to be used for decade data transport, not some new decade data transport. 

20) One mandatory-to-implement data protocol should be identified for interoperability. This document doesn't seem to do that; the arch document would be the appropriate place to specify this mandatory-to-implement protocol, plus how to accommodate optional protocols (negotiation, session description, header fields, etc.)

[RAA: Martin says we don't need to do this]


21) in 5.1.3, it is important to note that "a decade client need not be embedded into an application"; it is NOT important to note that "It is important to note that", since we are already noting it. Please get rid of the "it is important to note that".

22) in 5.1.3.1, you refer to tit-for-tat; please provide a reference for tit-for-tat.

23) in 5.1.3.1 (and lots of other places, you state "The specific implementation is decide bh the application." Please make a general statement once, in the Introduction and lose this constant chorus.


24) in 5.1.3.2, "uses standard data transport protocols" - what does this actually mean? whose standards? can an implementation implement a proprietary protocol and still be compliant (as long as they also implement the mandatory-to-implement protocol)?

25) in 5.1.3.2, you mention "a distributed set of application end-points. I think this deserves a bit more discussion to make it clear what the requirements are for a distributed set of endpoints.

[RAA: reworded and gave example of a Distributed hash Table to indicate what is meant]

26) in 5.2.1, you start to get into specifying standard behaviors - "the decade server will provide access." If this is required behavior, then MUST may be appropriate,  but if you are going to specify behaviors, then the doc needs to be a standard. You cannot specify required behaviors in an Info doc. Please be clear what is normative and what is informational.

[RAA: duplicate of Carsten's comment about prescriptive text]

s/Note that//

s/itself//

27) in 5.2.2. s/Applications may apply their existing resource sharing policies/Applications apply resource sharing policies/

28) in 5.2.3, RFC2119 keywords should really only be used if they are normative. instead of "may" please use "might". 

Let's see if I can clarify use of normative. In an arch doc, you normally do not specify the requirements of the protocols, EXCEPT if this is necessary for on-the-wire communications between architectural components. How an internal component talks to another internal component is an implementation detail (an implementer might choose shared memory, global variables, interprocess communications, and a variety of implementation-specific optimizations). But if architectural components are expected to be developed by different vendors (e.g., clients and servers), and the on-the-wire format must be specified for interoperability, then rfc2119 language is called for. if you use rfc2119 language, please put it in caps so there is no question it is a rfc2119 keyword.


29) s/scheme multiple/scheme has multiple/

30) in 5.3.1, "this possibility is not considered in the current architecture" - then why are you mentioning it in the architecture document? If the architecture is being designed to permit this possible future extension, then the flexibility IS being considered as an requirement for the architecture
.

31) in 5.3.2, what is a decade layer? I don't see that in the architectural diagrams, or any previous discussion. (f you want to show decade as an abstraction layer, I wouldn't objet, but do so clearly.)

[RAA: I don't see any reference to a “DECADE layer” anymore]

32) "are not necessarily correlated" and "is expected to" conflict. What is the behavior expected of a standard-compliant architectural component?

33) by the time I hit 5.3.3, I am screaming at you …

"everything seems to be implementation-dependent. we are supposed to be writing a standard, and standards demand compliance. We should be specifying NOT what is implementation-dependent, but what is standard-compliant. What is an implementation required to provide for interoperable behaviors?

[RAA: Removed the section on application-dependent data object sizes from example]

34) 5.3.3.1, what is a native protocol?

35) 5.3.3.1, "with which the it is communicating" what is "the it"?

36) s/size sizes/size/

37) "is unique" needs better scoping. Is unique within what scope - the internals of the implementation, the relationship between one client and one server? the m:n relationships of clients and servers in a deployment? the global Internet (in case multiple deployment instances somehow overlap each other)?


38) 5.4 discusses  a referral approach. Existing standards already specify how to do referrals; why do we need another one? How about specifying one as mandatory-to-implement for compliance?

39) token-based authentication - existing protocols already specify token-based authentication and authorization (e.g. kerberos, radius, diameter); why do we need another one? How about specifying one as mandatory-to-implement for decade compliance? 

40) 5.3.3.2 s/next, consider//

41) in 6, s/to mapped/to be mapped/

42) in 6, you bind the DRP and data transport, after you have been extolling the virtues of separation of the protocols. I think binding these is a bad idea, and would like to see the abstract discussion keep the separation. So using the http model with drp embedded in the headers may not be a good idea here. Please try addressing this using an example where the two are kept separate (and you can supplement it with an example where they are bound together). Providing only one example that requires binding the protocols seems a bad approach.

[RAA: Also included a sentence indicating that DRP could be a separate control channel open with the server]

43) in 6, "the operations" - what operations? are you referring to data manipulation operations?

44) in 5.4, "Defining such policies is out of scope …" isn't necessary. Just say "A decade client may be denied access for other reasons, even if it posesses a valid token."

45) aaaaaargh! s/Note that//g, s/It is important to note that//g

46) in 6.1.2, "it is out of scope of this document …" - STANDARDIZE!!!!! It ****IS*** with scope of this document to specify standard inter-component behaviors and expectations. We should be specifying how to be conservative in what you send and liberal in what you accept. 


47) in 6.1.2, "DRP may also define tokens" - too many options. STANDARDIZE!!! Is this "may also" a REQUIREMENT or a NICE-TO-HAVE.


48) in 6.2.1, "A server MAY" is this STD or Info? rfc2119 language?

49) in 6.2.1, "The naming scheme provides that the name is unique" - I disagree. This provides a hashing approach, and there can be conflicts. Discussion of what happens if the hash is not unique is not discussed, but it could create security holes, and violates privacy laws, and so on. Much more discussion is needed about the guarantee of uniqueness.

[RAA: Can Dirk address this one?]

50) in 6.2.1, "A server MAT verify the integrity …" why not MUST?

51) in 6.1.x, ""specifies a set of attributes that SHOULD be supported" - why not MUST?

[RAA: leaving as SHOULD since I think the protocol will be the better place to make the final decision]


52) in 6.2, "An SDT … SHOULD offer a transport mode …" what is a transport mode? Does "offer a transport mode" mean there are other modes? Is this more options??? why is this not a MUST?

53) 6.2.1 and 6.2.2, PERMISSION denied - does this give an attacker insight into what is preventing them frm getting access, so they can better target their attacks (Cf: username/passwords; if a user supplies the wrong password, you don't want to report "wrong password", because that indicates you used a valid username); they can apply dictionary attacks to try to gain access to different parts of the system if they are denied access to certain parts.

[RAA: Added “information returned in error responses” to list of things deferred for protocol specification. This seems too low-level for an architecture document.]

54) s/Note, however, that//

s/It is assumed that//

s/note that//

55) 8.2, how can you deduplicate when each name is unique, and set by the client, and the server cannot change the name?

56) in 8.2.1.2, "S only needs to challenge R to verify" [it has the data]. Doesn't it also have to verify the data is the same data, to avoid giving the wrong data to the requester. (Would this make a nice vector for virus transmission?)

[RAA: no longer in the document?]

57) I have serious concerns that HTTP has already been chosen as the basis for a decade protocol, and the appendices only cover http, webdav, and cdmi. There are existing protocols that could be used, especially if the DRP is separate from the data transport protocol. I can envision AAA being useful as the DRP, since it already handles authentication, and authorization, and provisioning of resources such as bandwidth. I also have concerns about whether existing storage protocols, such as iSCSI or NFS, don't already have infrastructure ***pieces*** available that might be reusable for decade purposes. For implementations that already support iSCSI or NFS for storage manipulation, it seems  wasteful to reinvent the wheel. But there is no discussion of how existing protocols, other than http-based with a binding between the DRP and SDT, could support decade environments.

--

David Harrington

Director, Transport Area

Internet Engineering Task Force (IETF)
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�(Akbar) Done.  Added  key phrases “SHOULD”, “MAY”, etc. to make clear what is prescriptive.  The rest is by definition, descriptive.


�I removed the conceptual protocol specification – so I think we addressed this one now.


�(Akbar).  I think that this has been resolved in our various updates.


�(Akbar).  Done.


�(Akbar) I deleted the word “provider” and also references to “Application Developer” in section 2.6 as they are not used elsewhere in the document (i.e. we only refer to “applications” typically).


�(Akbar) done.


�(Akbar) We have deleted this Appendix as it goes too much into protocol design.


rahmansa


�Dirk Kutscher:


Have addressed this in arch-principles.xml


�Dirk Kutscher:


we have removed the appendix.


�Dirk Kutscher:


have clarified this in 4.4 now.


�(Akbar) I deleted the whole reference to “permitted clients”.  But probably we should take an overall look at our whole token structure as suggested by Dirk.


�(Akbar) Dirk has re-written the Security section with the threat model, etc. so this comment has been addressed by Dirk!


�(Akbar) Changed “TTL” to “maximum storage time (expiration time) for data has passed”.  This makes it consistent with terminology in 6.1.2 and 6.1.4


�ralimi:


Done


�(Akbar) Changed to “server” which is more clearer.


�(Akbar) Deleted this section as it is too design oriented.


rahmansa


�ralimi:


Done


�ralimi:


Clarified that the application can only control servers that it has permission to control (i.e., those at which it has permission to manage data).


�(Akbar) Done.


�(Akbar). Just deleted sentence as it is confusing and not necessary.


�(Akbar) Put “e.g. P2P applications” as an example in brackets.


�(Akbar) Done. Looks like someone has already fixed this! 


�(Akbar). Done.  Someone already fixed it.


�(Akbar) Done.


rahmansa


�(Akbar) Rewrote paragraph to make it clearer.


rahmansa


�(Akbar). Done.  Somebody already fixed this.


�(Akbar) Done.  Re-wrote sentence.


�ralimi:


Added to Protocol Flow's Overview section.


�(Akbar) We have deleted this Appendix as per other 2 comments above.


rahmansa


�(Akbar) As per charter.


�(Akbar) Done.


�(Akbar) Went though all the sections and changed from “DECADE” to “DECADE-compatible” along with quite a lot of re-writing to make the sentences flow with the new wording.


rahmansa


�ralimi:


Done


�ralimi:


Done


�ralimi:


Changed to "scheme"


�ralimi:


Clarified statement to indicate that the "modification" did not pertain to modifying actual data objects, but rather pointing to new immutable ones.


�ralimi:


Added text indicating that a (eventual) spec may prescribe requirements on min and max supported sizes in compliant implementations.


�ralimi:


Limited text to indicate that only the arch does not care about fixed size.


�ralimi:


Done


�(Akbar). Changed to “DECADE-compatible protocol development.


�(Akbar). Done.


�(Akbar). Changed “piece” to “block” which is the term we use elsewhere. Also changed it in section 4.2


�(Akbar) Done.


rahmansa


�(Akbar) Done.


rahmansa


�(Akbar) Done.


rahmansa


�(Akbar) Done


�ralimi:


Done


�ralimi:


Done


�(Akbar) Deleted reference.


�ralimi:


Changed to "a data transfer protocol with support for DECADE"


�(Akbar) Done.


�(Akbar) Done.


�(Akbar) Done.


�(Akbar) Deleted reference.


�(Akbar) Done


�(Akbar) Done.


�(Akbar) Done.


�ralimi:


Clarified that the protocol specification will use an existing mechanism whereever possible, with a reference to OAuth.


�(Akbar) Done.


�(Akbar) Done.


�(Akbar) Done.


�(Akbar)  Done.


�(Akbar) Done.


�ralimi:


Removed the option. They have a unique ID.


�ralimi:


no more MAY or MUST anywhere.  If we find that we need them here, we should probably put those things in the requirements.


�(Akbar) Done.


�ralimi:


Dropped the entire sentence. This is in the requirements doc already.


�(Akbar) Done.


�(Akbar) We have deleted the Appendix with the protocol analysis as per this comment from Dave and a similar comment above from Carsten.


rahmansa





